Unsupervised Morphological Analysis of Central European Languages for
Part-of-Speech Tagging

Daniel Hladek*, Jan Stas* , Jozef Juhar*

*Dept. of Electronics and Multimedia Communications, FEI,
Technical University of Kosice, Park Komenského 13, 040 01 Kosice, Slovakia
{daniel.hladek, jan.stas, jozef juhar} @tuke.sk

Abstract
The ability to identify a stem and suffix of a word in an unsupervised way without additional knowledge about the target language is
an important part of the language-independent systems for natural language processing. This paper proposes an unsupervised morpho-
logical analysis method for part-of-speech tagging. Unsupervised word segmentation can provide sufficiently precise results for any
language just by inspecting its vocabulary. Experimental section will show effect of the unsupervised suffix identification as a feature for
classification of unknown words for several Central European languages.

1.

Identification of semantics of a word or its grammati-
cal function is a crucial part of many natural language pro-
cessing systems for information retrieval, automatic trans-
lation, semantic parsing or part-of-speech tagging. In order
to extract useful features, potentially helpful for uncover-
ing meaning or structure of the sentence, it is necessary
to utilize knowledge about morphology of the target lan-
guage.

Morphology of a language in a natural language pro-
cessing system can be expressed in two basic ways:
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e Supervised morphological analysis: a set of exact
rules for identification of morphology of a word, de-
signed by an expert.

e Unsupervised morphological analysis: a vocabu-
lary of the language is searched for repeating patterns
and rules are identified by a machine learning algo-
rithm.

The most precise approach for word morphology anal-
ysis is to use expert knowledge explicitly expressed as a
rules in a specialized system. Classical example is Porter
stemmer (Porter, 2006) which describes special formal
grammar language to define suffix stripping rules. Advan-
tage of this rule-based approach is that a result for covered
cases will be very precise. On the other hand, design of
such database is a very difficult and expensive process. It
is unarguable that using the hand-crafted analysis of the
language is the best option, but this option is often avail-
able just for languages with sufficient language resources,
such as English, German or French.

Systems that should be able to handle a large number
of languages (including under-resourced Central European
languages) have to rely on an unsupervised analysis. The
other possible approach is to examine lexicon and look for
repeating patterns, analyze it statistically and extract rules
that might be relevant. This approach is more general and
is able to describe any given lexicon in a way independent
on the lexicon contents or language rules. Some papers
talking about this approach are (Paik and Parui, 2011; Sa-
haria et al., 2013) that propose statistical stem identifica-
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tion and (énajder et al., 2008) present method for statistical
suffix identification.

This paper focuses on the unsupervised morphological
analysis and shows that a simple suffix identification can
significantly improve precision of part-of-speech tagging
if compared to the case when no additional morphological
information is used. The testing of part-of-speech tagging
that uses information from the morphological analysis is
presented and evaluated in a set of experiments on multiple
types of morphologically annotated corpora.

2. The Morphological Analysis Algorithm

Inflectional languages are characterized by a large
number of possible word forms. Each language has a set
of possible morphemes - set of sub-word units and many
complex rules how to put morphemes together to create
words according to the context and expressed information.
A single concept can be written in many ways, depending
on its grammatical function.

Usually, meaning of the word is encoded in the begin-
ning part of a word and grammatical function of a word is
expressed by the ending part of the word. For the purpose
of this paper and for some simplification, the beginning
part of a word is called a stem and the ending part, carrying
information about grammatical function of a word is called
a suffix. It is also assumed that each word can be divided
into stem and suffix, even if the suffix had zero length. We
do not take existence of prefixes into the account and take
them as part of the stem.

Most of the UMA algorithms, like (Kirschenbaum,
2013) or (Creutz and Lagus, 2007) split words into several
parts. This would be possible after some modifications are
done, but in order to utilize results in part-of-speech tag-
ging the focus is given on suffix identification and a word
is split just in two parts as it is in (Paik and Parui, 2011;
Saharia et al., 2013).

2.1.

The first step of the algorithm is to find all poten-
tial stems and their signatures called signature list. Pa-
per (Goldsmith, 2001) defines a signature as a “’statement
of a morphological pattern” which can be seen as list of
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suffixes commonly appearing with one or more stems. In
this paper signature is a stem with a set of possible suffixes.

The process of signature list construction is displayed
in details in Figure 1 as Python code, In this step, each
word in the dictionary is analyzed for presence of poten-
tial stems and suffixes. Each possible stem and suffix of
a word is identified, inserted to a dictionary and counted.
The signature list is updated and suffix is assigned to its
corresponding stem. Result of this step is a list of signa-
tures for each stem found in the corpus and counts for each
stem and suffix.

The next step of the algorithm is to evaluate items in
the signature list and remove those signatures that are un-
feasible according to a metric, calculated from information
gathered in the previous step - counts and lengths of stems
and corresponding suffixes.

It is possible to evaluate a signature according to this
information in many ways (e.g. using entropy or minimum
description length principle), but for the purpose of suf-
fix identification it is sufficient to choose a simple metric
based on a threshold.

To distinguish identified signatures, the following
heuristics is used: A stem is considered to be certain if all
its suffixes are considered certain. If there is an uncertain
suffix, the whole signature is discarded.

This heuristics has one threshold parameter - suffix
threshold that is a criterion of telling if the potential suffix
occurred sufficient number of times in the training corpus.

If there is a suffix whose count is equal to the stem
count, it means that this suffix was found only together
with this stem. In this case there is no evidence that this
suffix is certain, because it is not used with any other word.
This fact has to be calculated in the heuristics and stem
count have to be subtracted from the suffix count when
comparing with the suffix threshold.

The whole process is depicted in Figure 2. Result is a
list of possible suffixes and a signature list that can be used
for morphological analysis of an unknown word in the an-

# Iterate over each word
# in the vocabulary
for token,count in words.items () :
# Iterate over each
# possible word division
for i in range (2, len (token)
# Remember possible
# stem and suffix
stem token[0:1]
# Suffix is from i-th
# character to the end

-1 ):

suff = token[i:]
stems[stem] += count
suffs[suff] += count

# Add suffix to stem signature
signatures[stem] .add (suff)

Figure 1: Python code to construct a signature list (a dic-
tionary of sets)
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# Iterate over each signature
for stem, sufset in signatures.items/():
isgood = True
# Check each suffix in signature
for suf in sufset:
# If there is a bad suffix,
# signature is bad
if thr >= suffs[suf]
isgood False
break
# Remember good signature
# for further use
if isgood:
final_signatures[stem]
for s in sufset:
final_suffixes.add(s)

sufset

Figure 2: Python code to filter a signature list

alyzed language. This approach favors longer suffixes and
shorter stems which is an advantage for pat-of-speech tag-
ging task. In order to use this approach for stem identifica-
tion for information retrieval a different metric for signa-
ture evaluation should be used.

The experiments will focus on the utilization of the suf-
fix identification. Evaluation of the stem identification is
left for the future research.

Word suffix can tell much about grammatical function
of a word. Accuracy of the classification of contexts de-
pends on handling of unknown words and correct identi-
fication of the suffix of an unknown word requires deep
knowledge about target language morphology which is not
always available. Correctly identified suffix of an unknown
word can tell much about the function of the word. The re-
sulting suffix list is used as helper for unknown word clas-
sification.

3. Morphological analysis using HMM
model and suffix identification

HMM classification has been many times proven use-
ful for POS tagging (Haji¢ et al., 2007; Haldcsy et al.,
2007). The experiments are conducted using our HMM
based classifier Dagger (Hlddek et al., 2012), previously
used for annotation of a training corpus for language model
for speech recognition (Rusko et al., 2014) and several
other corpora (Ond4s et al., 2014; Hlddek et al., 2014).

The classifier consists of these components:

e Transition Model: The algorithm takes two previous
states (tags) into the account (second-order HMM).

e Observation Model: Gives probability of an obser-
vation (word) according to a given state (a part-of-
speech tag).

e Morphological Lexicon: If a morphological lexicon
is used, just valid word-tag combinations have to be
searched. This feature increases both classification

- stems([stem]:



Corpus Code | Sentences Tokens | Vocabulary size | Annotation

CAK (Hladka et al., 2008) 31707 652 131 79 105 manual

NKIJP (Przepiérkowski et al., 2010) 85 663 1216 695 143 867 manual
HUNWEB (Hal4csy et al., 2004) | 1000000 | 16 854 195 874 700 automatic
SKWEB (Majlis and Zabokrtsky, 2012) | 1000000 | 18 101 436 753 498 automatic

Table 1: Evaluation corpora characteristics

speed and accuracy. The lexicon gives list of possi-
ble tags for each word seen in the training corpus.

Morphological Analyzer: If an unknown word is
present, the morphological analyzer must be used.
The morphological analyzer is trained on the train-
ing corpus and tries to extract an useful feature from
an unknown word - in this case it is a suffix. Suffix is
identified by searching the set of possible suffixes for
the longest matching suffix. Usual way is to take all
suffixes occurring in the training corpus. The experi-
ments below will compare this method to the method
of suffix identification described above.

Additional Observation Model: The additional ob-
servation model is similar to the basic observation
model. It takes information from the morphological
analyzer and estimates probability of state (tag) ac-
cording to the identified suffix.

The model is calculated from the training corpus. The
corpus is analyzed and counts of significant events are cal-
culated. These counts are converted to probabilities using
some modification of Maximum Likelihood method. After
the model and its parameters are estimated, Viterbi algo-
rithm is used to find the best matching sequence of tags to
the presented sequence of words.

If a number of word forms of a language is low and so is
number of morphological tags, the baseline HMM model
can be fairly effective. On the other hand, if a training
corpus is small and a number of possible word forms and
morphological classes is high, state-transition model and
state-observation model becomes sparse and as a conse-
quence the Viterbi search assigns zero value to a perfectly
possible state-observations. It is necessary to find a way to
estimate probabilities of events that were not present dur-
ing training.

In the case of the baseline POS tagging one observa-
tion corresponds to one word. It is easy to find all possible
states for a word seen in the training set, but for unseen
words all possible states must be examined. If there is no
additional heuristics, it is hard to make classification for
words unseen in the training phase. This is a big issue in
the case of highly inflectional language, where one basic
form of a word can have many inflections. Several addi-
tional techniques have been used to improve tagging accu-
racy, as it is presented in other papers:

1. Transition model smoothing using Knesser-Ney
method, usual for trigram language models.

2. Observation model smoothing by Laplace Method.
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3. First-capital word back-off and number string re-
placement as it is proposed in (Halacsy et al., 2007)

4. Beginning and end of sentence tokens, as it is
in (Brants, 2000)

4. Experiments

In all Central European languages morphological form
of a word strongly depends on a suffix of a word. It is
assumed that in all these languages (Czech, Slovak, Hun-
garian and Polish) the identified suffix has a strong effect
on the part-of-speech tagging precision.

The main purpose of the experiments is to prove useful-
ness of the UMA method of unknown word suffix identifi-
cation for the task of part-of-speech tagging. Several cor-
pus languages, annotation types and corpus sizes are used
for evaluation. The proposed approach is compared to one
of the common tagging systems and more approaches to
suffix identification are used.

4.1.

All used evaluation corpora are summarized in Table 1.

The first two evaluation corpora are manually anno-
tated and rather small. Effect of smoothing techniques on
the observation model and transition model should be more
visible when compared to larger databases. There is also
a higher probability of unknown word occurrence in the
testing.

Czech language is represented by the Czech Academic
Corpus (Hladka et al., 2008) (CAK). The other manually
annotated corpus is the one million word sub-corpus of
National Corpus of Polish (Przepiérkowski et al., 2010)
(NKIJP), available from site'.

On the other hand, to mitigate effect of HMM state and
observation probability model smoothing, we have chosen
much larger web-based corpora of Hungarian and Slovak.
These corpora are automatically annotated, because man-
ual annotation of such corpus would be impractical or im-
possible. It is possible that these text are not totally clean
and contain some words from other languages, the suffix
identification algorithm should be able to deal with this
kind of words. As the vocabulary extracted from a larger
corpus is also larger, the suffix identification should be also
more precise.

Hungarian data were obtained from morphologically
analyzed part of Hungarian Web Corpus (Haldcsy et al.,
2004), downloaded from ftp> (HUNWEB). The Slovak

Evaluation Data

"http://clip.ipipan.waw.pl/LRT ?action=AttachFile&do=get
&target=NKJP-PodkorpusMilionowy-1.0.tgz

2ftp://ftp.mokk.bme.hu/Language/Hungarian/
Corp/Webcorp/ana/xaa.tagged.gz



#00V tokens | % OOV vocab TreeTagger | No back-off All | UMA

CAK 4 648 65455 | 7,10 % 19113 CAK 13,10 14,94 | 12,65 9,46
NKJP 8652 120764 | 7,16 % 32 666 NKIJP 15,63 16,55 | 13,94 | 11,83
HUNWEB | 52043 | 1684857 | 3,08% | 215144 HUNWEB 2,55 422 | 294 1,97
SKWEB | 41056 | 1810355 | 226 % | 212547 SKWEB 10,30 4,78 | 4,63 4,47

Table 2: Testing set characteritics

data (SKWEB) were taken from web2corpus project (Ma-
jlis and Zabokrtsky, 2012), Slovak part of the Aranea ef-
fort (Benko, 2014) and uses tag set from the Slovak Na-
tional Corpus (Garabik and Simkovd, 2012).

4.2. Evaluation Methodology

In the first step, the corpus is divided into a training and
a testing part, where each tenth sentence goes to the testing
set and the rest goes to training. The resulting testing sets
are analyzed for vocabulary and compared to the training
sets to count out-of-vocabulary words (OOV). Short sum-
mary of the testing sets is in the Table 2.

The training part is used to automatically create a set of
rules for suffix identification as it was described above and
for estimation of HMM model.

In order to make these results comparable, a one of the
most commonly used taggers was selected - HMM model
utilizing ID3 regression tree TreeTagger (Schmid, 1995) 3

and trained on the same training data.
TreeTagger training is run with the following command

(as it is recommended by the authors):

train-tree-tagger -cl 2 -dtg 0.50
-sw 1.00 -ecw 0.15 —-atg 1.20

Numbers in the training corpus of the TreeTagger were
replaced by a replacement string, in a similar way than in
our approach so all numbers are seen as the same observa-
tion.

The trained model is evaluated on the testing set by cal-
culating classification error rate (fraction of the bad classi-
fication results over all results when compared to the refer-
ence tagging).

In order to evaluate effect of suffix identification on the
accuracy of the part-of-speech tagging, the proposed sys-
tem was run in three configurations.

In the first configuration the back-off scheme was
turned off so the HMM classifier was unable to deal with
unknown words. Each OOV word was tagged with "un-
known” class.

The second configuration used approach that is com-
mon in other part-of-speech tagging systems - the algo-
rithm counted all suffixes occurring in the training in a sim-
ilar way as it expressed in Python code in Figure 1. When
compared to the presented algorithm, the signature list and
signature list criterion was not taken into the account.

The third configuration was the presented algorithm
with UMA-based suffix identification, as it was presented
above. The training set was used for UMA analysis and
all suffixes found with good stems were used. The longest

3http://www.cis.uni-muenchen.de/Schmid/tools/Tree Tagger/
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Table 3: Classification error rates (in %)

matching suffix was used as a feature for classification of
unknown tokens.

4.3. Experimental Results

Results of all experiments are summarized in Table 3.
It can be seen that the proposed suffix identification for un-
known words significantly reduced classification error rate
when compared to other testing runs with our and reference
classification systems.

In all cases, the presented classifier reached lower er-
ror rates than the reference TreeTagger. Authors are aware
that it is possible to reach better precision with some other
part-of-speech tagging systems. But these experiments fo-
cus only on evaluation of unknown words classification.
Better precision of the presented systems could be reached
by taking larger context into the account or by different
smoothing methods in a similar way than in (Haji¢ et al.,
2007; Halacsy et al., 2007).

5. Conclusion

The paper presented a method for unknown word clas-
sification based on a suffix identification. A method of
unsupervised morphological analysis was proposed as a
promising way of improvement of part-of-speech tagging
precission, especially for unknown words.

After some further modifications are designed and eval-
uated, it would be possible to utilize the proposed method
for more difficult task than suffix identification. It would
be interesting to try more realistic methods for signa-
ture list evaluation, taking counts and lengths of identified
items into the account. The proposed approach can be also
used for more detailed morphological segmentation by re-
peated application on resulting stems in signature list to
form a tree of possible word splits.

The paper (Hammarstrom and Borin, 2011) says:
"Most ULM (unsupervised learning of morphlology) ap-
proaches reported in the literature are small proof-of-
concept experiments...” and "It can be seen that ULM sys-
tems are mature enough to enhance IR (information re-
trieval), but so far, ULM systems are not close to full accu-
racy on the gold standard..”. In general, we can agree with
these statements. On the other hand, in recent years there
has been a great rise in multi-lingual natural language pro-
cessing systems and demmand to process languages with
insufficient infrastructure. This is the area where unsuper-
vised methods can find their use.

Authors hope that these results will have application in
other natural language processing tasks, such as informa-
tion retrieval or language modelling which will be shown
in the future research.
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