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Abstract

The demand for making documents accessible in multiple languages increases, as the globalization of our society continues. Typical
example is provided by the European Union, whose institutions produce vast amounts of documents, all of them being translated into
all official languages of the member countries. When the document is not just a text, but it has a multimedia content, a need arises
to provide the translation with correct timing information (to enable navigation in indexed archives). The timing is as time-consuming
task as the translation itself, so it is reasonable to exploit existing timing information (from already completely processed languages)
to spare human-time when other languages are being processed. We addressed this task in our previous work (Boh4c et al., 2015) where
we developed a scheme able to pair subtitles between two languages. In this paper we address the question if the using of multiple source
languages can improve the processing of one target language documents. We also provide a deeper insight in some errors often occurring
in the transcription timing. For some of them we propose automatic solution, namely for the additive offset.

1.

In the last decade our society turns into the Information
Society. The production of various documents greatly in-
creases. There are so many information sources, that single
human is not able to follow all the main news. This brings
focus to two main tasks: i) building of media monitoring
systems able to find documents of interest (Cook et al.,
1999; Heeren et al., 2008) and ii) construction of systems
which group the corresponding data from different sources
and languages (EuroNews, 2015). One of the most dis-
criminating factors is the number of languages in which
the documents of interest are produced. Only the frame
of the European Union covers 24 official languages. There
are two possible ways how to break the language barrier.

The first one relies on machine translation applied
straightforwardly between a pair of languages. This group
of solutions may work well if both languages are members
of the same language family. An example is shown in (Lyu
et al., 2008) where the authors find best fitting document
transcription (in Mandarin) for the spoken news (in Tai-
wanese). The problem comes when the languages have
different origin and thus the word order strongly differs.
The impact of such effects was shown in our recent work
(Boh4c et al., 2015), where the different nature of target
and source language caused many troubles.

The second way to break the language barrier comes
from the idea that more language variants of the same
source document may exist in parallel. The European soci-
ety not only brings the complication with many languages
but also provides a solution. All the official documents
are correctly translated (EuroArchive, 2015), the shared
culture creates subtitles for the same series and movies
and important political and social speeches are broadcast
with translations in the main languages (languages with the
biggest usage in the Europe). This provides a great oppor-
tunity for less-resourced (less used) languages to find ways
how to utilize these already existing parallel multilingual
data for their own purposes.

These application areas may be processing of official
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European documents (e.g. subtitling of official speeches
in the European Parliament and similar institutions), which
is the first step to enabling a sophisticated search for wide
public. The second purpose may be creation of subtitles
or closed captions (needed for hearing-impaired people),
where the work is usually done by a volunteer community.
This approach may also be used by the scientific commu-
nity dealing with the spoken word processing. For them,
the lack of training acoustic data is usually the bottleneck
constraining application of many technologies in the real
life. Reduction of human work is therefore welcome.

The first and second mentioned applications are quite
clear. If we can extract timing information for our subti-
tles from already existing data, we can greatly reduce the
time demands (cut the costs). It would be also wonder-
ful if we were able to create one compact subtitle pack for
one document, which would be suitable for all the poten-
tial users (deaf people). This could speed up production
of new subtitles in new languages (so the volunteer com-
munity would be able to make more translations instead of
timing the translated ones).

The speech processing applications are a bit wider
field. Well-timed subtitles can be used as a source of train-
ing (testing) data for voice activity detectors, or as a source
of rarely observed non-speech events (laughing, shooting,
car crash sounds etc.). If we can find dabbed data, it
can be used to train GMM models for language identifi-
cation task. And finally a combination of film dabbing and
its translation together with timed subtitles in other lan-
guages can be used as good acoustic model data source
in under-resourced languages (Nouza and Bohac, 2011;
Nouza et al., 2012; Bohac et al., 2014).

The ultimate goal can be defined as creating a media
monitoring system able to cluster the documents of the
same content (in different languages) together, followed
by a subsystem working inside the topic cluster which
would provide subtitles for the multimedia sub-content
of the cluster. These tasks are partially solved (EuroNews,
2015; Lyu et al., 2008), but no solution incorporates both.



In this paper we focus on the task of processing multi-
lingual timed speech information to obtain timing informa-
tion for the text in another language. We also provide some
more insight in the crucial transcription-timing issues.

In the next section we explain the proposed method and
summarize the most important issues of the subtitle timing.
The experimental evaluation is provided in section 3. In the
last section we provide conclusions and future work.

2. Proposed Method

2.1. General notes to transcription timing

Before we propose our solution for the subtitle timing
it is essential to state some basic assumptions about the
subtitling and associated sources of inaccuracies. Some
of the problems come from the fact, that the authors of our
experimental data are not professionals but fan-community
members, so they do not follow standards as they are set in
big companies'*2. This leads to insertions of such subti-
tles like nicknames of the subtitle authors, short advertise-
ments. Different marking of nonspeech events ranges from
[: music :] to M...) or is completely omitted. Subtitles also
differ in the way of marking speaker turns in longer subti-
tles (") or marking of interrupted utterances (”...”).

Second important source of inaccuracies is the man-
ual timing of the subtitles. It naturally leads to some vari-
ance in the timing as can be seen in Fig. 1. The image
shows the histogram of time-differences between original
subtitles and subtitles with carefully corrected timing. For
this process we used universal transcription software Nan-
oTrans (§eps, 2013). However some subtitles are shifted,
the subjective quality of the original subtitles is very high.

Last source of errors comes from the data coupling.
It often happens that the version of subtitles does not fit
the media file — the times may be affected by additive off-
set (usually caused by different length of the signature tune
etc.). Another source of errors comes from presence of ad-
vertisements in some of the media versions (which shifts
following subtitles) or some scenes may be deleted because
of different legislative frame in some countries (e.g. Nazi
symbols in Germany). Histogram of such subtitle timing
differences is shown in Fig. 2. It shows us standard distri-
bution of timing differences in one part of the media file
and a second peak caused by a deleted scene causing ap-
prox. 2s delay of subtitles in the second part of the episode.

2.2. Additive offSet detectors

As mentioned in the previous paragraph, one of the
main challenges in exploiting existing subtitle timing is it’s
additive offset. To deal with it we propose two methods for
automatic determination of offset between two subtitles.
The first approach assumes there is a strong correlation in
time structure of speech and nonspeech regions of the sub-
titles (see 2.2.1.). The second approach pairs the utterances
by its translated textual content (see 2.2.2.).

Yhttp @ //www.of com.org.uk/static/archive/itc/
itc_publications/codes_guidance/standards_for
_subtitling/subtitling_1.asp.html

2http / Jwww.bbc.co.uk [ guidelines/ futuremedia/
accessibility [ subtitling_guides/online_sub_editorial
_guidelines_vsl_1.pdf
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Figure 1: Histogram of the subtitle beginning differences
between manually timed subtitles and reference subtitles.
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Figure 2: Example of timing error histogram.

2.2.1.

The cross-correlation approach finds speech/nonspeech
regions in the subtitles. This classification of the signal
gives us a rectangular function of time which can be com-
pared to the second subtitle signal (as shown in Fig. 3). We
can choose if the logical one state is the presence of speech
in the signal or the presence of the nonspeech (noise).
The distance between the cross-correlation function (CCF)
maximum value and index corresponding to the zero-shift
of the subtitles is the detected offset.

Time structure cross-correlation

The inaccuracies in the subtitle timing (as shown in
Fig. 1) and presence of "floating subtitles” (e.g. advertise-
ments or names of the subtitle makers) may lead to im-
proper position of the CCF maximum. This problem can
be partly solved by limiting the examined area in the CCF
to the surrounding of the “’zero-shift point” but this limita-
tion also means we limit the detectable offset just to some
range. These limitations of the approach can not fully over-
weight the fact it does not employ the textual content (we
do not have to translate the content).



Cross-correlation
function

.

additive offset

Figure 3: Cross-correlation based offset detector.

2.2.2. Textual-content based alignment

This offset detector uses the alignment between two
sets of subtitles which are aligned by its textual content.
The method demands the translation® into the same lan-
guage and compares the similarity of the subtitles by the
intersection of word sets of concrete utterances. The com-
putation is derived from the dynamic programing prin-
ciples (Wagner and Fischer, 1974) where the similarity
metric is given by eq. 1. |AN B| stands for the words
found in both source and target utterances, while | A| repre-
sents the number of words in the source utterance. Details
of this alignment method can be find in (Boh4c et al., 2015)
and will be referred to as 1-to—1 alignment. When the
corresponding utterances are known it is easy to compute
the histogram of timing differences. The offset is given as
the maximum histogram value in the 0.25s interval around
the histogram center of gravity. This approach demands
the ability to translate the subtitles but is more robust than
the CCF approach and the detectable offset is not limited.

|AN B

1
] (M

similarity =

2.3. Proposed scheme

The proposed scheme (depicted in Fig. 4) starts with
the conversion of all available subtitle formats (e.g.: .srt,
.sub) into one general data structure unifying the encoding,
time format, special symbols and marks.

The next step is the recovery of sentences which
is based mostly on the punctuation and on the speaker
changes in one subtitle (which are usually marked by the
dash). Special symbols and content labels (e.g.: music,
laughing) annotated for the hearing impaired people are
cleared out. The sentence recovery is very important for
the 1-to—1 alignment as shown in (Bohac et al., 2015).

The 1-to—1 alignment of the subtitles has 3 possible
set ups. If we denote the language we want to time the
target language and the other available subtitles the source
languages we can align:

e target language — to — the source language translated
to the target one (trgt<>src2trgt)

e target language translated to the source one — to — the
source language (trgt2src<>src)

3We use the GoogleTranslate service in our experiments:
https://translate.google.com/
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Figure 4: Scheme of the proposed method.

e target language translated to a third language — to
— the source language translated to a third language
(trgt2xx<+src2xx)

In our experiment the target language is Czech, source
languages are Polish, English, Slovak, Holland, Spanish
and French. The "third” language is English.

Every 1-to—1 alignment generates a set of time stamps
for the target utterances (some of them may be untimed if
the method does not find the fitting utterance). This means
that M sources generate up to M time stamps for every tar-
get utterance. As we mentioned in subsection 2.1., these
time stamps may be burdened by the additive offset error,
which we can try to compensate.

If we want to compensate the offset we define the ref-
erence timing as the median of concrete time stamps per
utterance. Separately for every source language we com-
pute the offset via the method proposed in subsection 2.2.2.
and adjust the corresponding time stamps.

The last step is the time stamp extraction. If there is at
least one time stamp available for the utterance the median
of the available time stamps is the output time stamp (so
we have a chance to ignore incorrect time stamps). If there
is no time stamp, we mark the utterance as untimed and
it can be localized by the timing of its surroundings.

3. Experimental Evaluation
3.1.

For the experimental evaluation we gathered subtitles
of two series. First of them is the House of Cards (HoC).
We process 8 episodes (45min each) with 5 source subtitles
for each. As the series is from the political environment
there are standard dilogues” with full sentences. The typ-
ical utterance duration ranges from 1.5s to 2.5s.

Experimental data and evaluation metrics



The second series is the South Park?, which we denote
SoPa. We process 10 episodes (20min each). We have
5 source subtitles again. The utterances are much shorter
than in HoC and “speakers” change very quickly. The typ-
ical utterance duration ranges from 1.0s to 1.8s.

The reference data were obtained by manual verifica-
tion of the Czech subtitles (the additive offset was pro-
posed automatically, but verified). As can be seen in
Fig. 1, manually made subtitles should have timing error
less then 1.0s. In case our system was used for pre-timing
we added some experiments up to 2.0s tolerance. The ac-
curacy (eq. 2) is computed as the number of time stamps
within the given timing tolerance (t¢mesog) divided by
the number of utterances in the reference subtitles (N, r).
We also count the number of utterances without timing.

timesok

Nyos @

accuracy =

3.2. [Experimental results

In the following tables we evaluate the performance
of the proposed scheme. Tables 1 and 2 summarize the
results reached for the HoC and SoPa series. As their
structure (and results) are quite different, we show the re-
sults separately. Every cell contains results of two sub-
experiments: with / without applying the block of additive
offset correction (marked as (optional) in the Fig. 4).

Tables 3 and 4 show the baseline performance. It shows
the accuracy of subtitle beginnings and the number of un-
timed utterances (in brackets). As the results obtained
by concrete source data greatly differs, we show the worst,
the best and average performance of the 1-to-1 alignment.

Table 1: Accuracy of subtitle timing - HoC series

ED[ tol. [s] | ACCley[%] | ACC,ral%] | untimed |
S[ 05 [ 734/750 | 69.1/693 | 6/15
Z| 10 | 882/886 | 86.4/867 | 6/15
| 15 | 9297931 | 925/929 | 6/15
5| 20 | 948/947 | 952/951 | 6/15
[ tol. [s] [ ACCheyl%] | ACCenal%) | untimed |
T[ 05 [ 764/780 | 694/70.6 | 5/14
5| 10 | 91.2/91.6 | 87.7/88.1 | 5/14
S| 15 | 946/945 | 93.5/936 | 5/14
=1 20 | 959/958 | 9567955 | 5/14
ﬁ‘ tol. [s] | ACCley[%] | ACCenal%] | untimed |
Z[ 05 [ 786/785 | 693/692 | 23/26
T 10 | 9137913 | 872/872 | 23726
S| 15 | 939/939 | 924/923 | 23/26
Bl 20 | 952/952 | 946/945 | 23/26

4. Conclusion & Future work
In subsection 2.1. we summarized the most limiting

properties of the manually created subtitles.

*http://southpark.cc.com/
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Table 2: Accuracy of subtitle timing - SoPa series

§0| tol. [s] | ACCley[%]) | ACCeral%] | untimed |
[ 05 37.6/478 | 375/478 | 22/22
% 1.0 5521/59.7 | 569/61.4 | 22/22
sl 15 642/67.0 | 654/685 | 22/22
120 693/71.7 | 70.6/729 | 22/22
o[ tol. [s] [ ACCheyl%] | ACCepgl%]) | untimed |
Tl 05 38.8/50.1 39.0/489 | 27/27
5110 579/634 | 573/62.6 | 27/27
Sl 15 66.3/70.1 65.8/69.8 | 27/27
= 20 71.9/747 | 71.6/745 | 27727

8 [0l [s] | ACCyeq%] | ACCenal%] | untimed |
51 05 | 37.6/446 | 366/420 | 61/68
| 10 | 526/538 | 5227532 | 61/68
S| 15 | 579/58.1 | 574/572 | 61/68
B 20 | 605/605 | 60.6/60.1 | 61/68

Table 3: Accuracy of 1-to-1 alignment - HoC series

E°| tol.[s] [  worst | average | best

ST 05 | 46.1% (@8) | 59.2% (49) | 68.1% (42)
% 1.0 69.1% (60) | 77.0% (49) | 83.0% (42)
o 1.5 78.1% (66) | 83.4% (49) | 87.8% (39)
= 2.0 81.7% (66) | 86.2% (49) | 89.9% (42)
o| tol.[s] | worst | average | best

T: 0.5 47.3% (62) | 60.8% (50) | 70.9% (38)
a 1.0 70.1% (64) | 78.9% (50) | 84.5% (44)
c‘;b 1.5 80.4% (69) | 85.2% (50) | 89.4% (41)
8 2.0 83.7% (72) | 87.8% (50) | 91.1% (40)
g’iﬂ | tol.[s] |  worst | average |  best

g 0.5 48.7% (51) | 60.8% (42) | 69.3% (47)
2 1.0 71.7% (61) | 78.8% (42) | 83.2% (44)
cG\I: 1.5 82.2% (70) | 85.1% (42) | 87.7% (38)
?_-,0 2.0 85.0% (68) | 87.5% (42) | 90.0% (38)

these restrictions we proposed two approaches for dealing
with the subtitle additive offset (subsection 2.2.). The main
focus of the paper is paid to the task of merging the infor-
mation from multiple different-language source subtitles
in order to time target language subtitles. We presume that
this multi-source approach should outperform our previ-
ous approach using only one input subtitles (Bohac et al.,
2015). Thus this previous approach is considered to be
the base-line. All experiments are conducted with three
language setups, so we can estimate which “direction of
translation” provides the best results.

The proposed solution is evaluated on two data sub-
sets (HoC and SoPa). In the case of HoC series (tables
1 and 3) the new approach completely outperforms the



Table 4: Accuracy of 1-to-1 alignment - SoPa series

go‘ tol.[s] | worst [ average | best |
Q 0.5 5.3% (27) | 35.5% (31) | 58.6% (34)
2| 10 | 75%(6) | 45.1% G | 70.7% G
5 1.5 8.5% (32) | 50.3% (31) | 75.8% (31)
s 2.0 9.3% (32) | 54.0% (31) | 81.0% (25)
o| tol[s] | worst [ average | best |
T 0.5 1.3% (31) | 36.5% (34) | 61.9% (36)
% 1.0 3.9% (31) | 46.5% (34) | 74.8% (34)
?0 1.5 6.3% (32) | 51.8% (34) | 79.5% (33)
5l 20 | 84%(32) | 55.1% (34) | 83.4% (16)
§ | ol.[s] | worst | average | best |
g 0.5 7.3% (37) | 40.0% (33) | 64.1% (36)
2 1.0 8.6% (37) | 47.8% (33) | 76.5% (36)
rg 1.5 9.2% (38) | 51.0% (33) | 80.7% (34)
g) 2.0 9.6% (37) | 53.1% (33) | 83.8% (34)

baseline in both criteria - the overall accuracy and the num-
ber of untimed utterances. In the case of SoPa series (tables
2 and 4), the number of untimed utterances is reduced as
well. The overall accuracy of the new scheme outperforms
the average accuracy of the base-line but can be outper-
formed by the best one source language. This is caused by
the very short and quickly changing utterances of the SoPa
subtitles (as mentioned in subsection 3.1.).

We were quite surprised that the optional offset cor-
rection module did not improve the final performance.
This also means that median filtering of the available time
stamps is a robust solution and can operate even with
slightly mistimed data.

The performance of 3 compared language setups is
almost the same. The only relevant conclusion is that
trgt2en<>src2en setup performs slightly worse. It makes
one more translation than the other setups so there is higher
probability of translation errors.

The performance of the method make us believe it is
suitable for fully automatic timing of subtitles and other
documents. This can spare a lot of human time when
preparing closed captions or at least it can make a pre-
timing for manual verification.

We plan to use this approach for automatic preparation
of parallel multilingual corpora. It would also be interest-
ing if we were able to define a common frame for multi-
ple single-language subtitles management able to assist the
process of adding new language into this frame.

Our system is not publicly available yet for two rea-
sons. We are going to incorporate it as a plug-in into some
already existing transcription editor e.g. (Seps, 2013).
As we use a third-party translation tools we must find a so-
lution which is in accordance with the license agreements.
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