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Abstract
In this paper we present our attempts in the PolEval 2017 Sentiment Analysis Task. The task is not only one of the first challenges
in sentiment analysis focused on Polish language, but also represents a novel approach to sentiment analysis, namely, predicting the
sentiment not of a sentence, or a document, but of a word or a phrase within the context of a sentence. This makes typical approaches,
such as sentiment dictionaries, inapplicable or greatly limited, and forces the development of novel approaches taking advantage of
the whole sentence context. The presented and evaluated approaches include a multiclass machine learning approach, a context-based
dictionary lookup approach and a Jaccard index-based method with a bag of features.

1.

Sentiment Analysis (SA) has one of the most popular
research fields in recent years. It is focused on detecting
whether some contents, such as a sentence, a document, or
a tweet, etc., represent positive or negative attitude of the
speaker/writer towards the topic of the contents.

Grounds for the field were laid by such research as
General Inquirer (Stone et al., 1966), introducing a set
of procedures for computer-based general content analy-
sis, or Affective Reasoner (Elliot, ), a simplistic keyword-
based Sentiment Analysis system applying an affect lexi-
con (e.g., “happy", or “sad") with intensity modifiers (e.g.,
“extremely", “somewhat"). Works such as the one by (Tur-
ney, 2002) or (Pang et al., 2002) defined the field and di-
rected the main stream on the task of automatic discrimi-
nation whether an input is of positive or negative attitude.

Till present day a number of open access datasets for
studying SA have been released, including the Amazon
product data' developed at University of California San
Diego (McAuley et al., 2015; He and McAuley, 2016),
multiple Customer Review Datasets? developed at Univer-
sity of Illinois at Chicago (Hu and Liu, 2004), OpinRank
Dataset with reviews from TripAdvisor and Edmunds®
(Ganesan and Zhai, 2012), the MPQA Opinion Corpus*
(Wiebe et al., 2005), the Large Movie Review Dataset® de-
veloped at Stanford University (Maas et al., 2011), or the
UMICH SI650 - Sentiment Classification Dataset®.

Moreover, there have also been SA contests and tasks
organized to promote the development of methods for sen-
timent analysis optimized to certain kinds of datasets, such
as the SemEval Sentiment Analysis Tasks’ 8 ° '°, or the

Introduction

"http://jmcauley.ucsd.edu/data/amazon/
Zhttps://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html
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WASSA-2017 Shared Task on Emotion Intensity'!.

However, a great majority of the available datasets
has been collected only in English language, and there
has been little done in Sentiment Analysis for other, less-
resourced languages, such as Polish. So far, Sentiment
Analysis-related resources for Polish include sentiment an-
notations included in plWordNet 3.0 — Stowosie¢ 3.0'?
(Zasko-Zielinska et al., 2015a), Polish sentiment dictio-
nary “Slownik Wydzwieku"'® (Wawer, 2012), HateSpeech
corpus'®, containing two thousand documents manually
annotated for various types of offensive language, or an
SVM classifier of Polish sentiment'®, trained on Bag-of-
Words model (Bartusiak and Kajdanowicz, 2015).

Among these, the present PolEval 2017 dataset and the
task it proposes is unique in several ways. Firstly, the task
is one of the first challenges in sentiment analysis focused
only on Polish language. It also represents a novel ap-
proach to sentiment analysis, namely, predicting the sen-
timent not of a sentence, or a document, but of a word or
a phrase within the context of a sentence, which makes
typical approaches, such as sentiment dictionaries, inap-
plicable or greatly limited, since the lack of the word in the
dictionary immediately makes the prediction impossible.
This forces the development of novel approaches taking
advantage of the whole sentence context.

Below we explain the dataset in more detail and present
the methods we developed for sentiment analysis for the
dataset provided within the task.

2. PolEval 2017 Dataset

The dataset provided in the PolEval Sentiment Analysis
Task'® contains two training sets and one test set.
The training sets contain:

"https://www.aclweb.org/portal/content/wassa-2017-shared-
task-emotion-intensity

Zhttp://plwordnet.pwr.wroc.pl/wordnet/

Bhttp://zil.ipipan.waw.pl/Slownik Wydzwieku

“http://zil.ipipan.waw.pl/HateSpeech

Bhttps://github.com/riomus/polish-sentiment

1http://poleval.pl/index.php/tasks/
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Figure 1: Percentage of sentiment labels for each part of
the PolEval 2017 dataset.

e 235 Sentences from the Skladnica!’, a Polish tree-
bank manually annotated for sentiment and depen-
dency information (later called here: SKLAD).

e 965 Reviews of perfumes and clothes with manually
annotated for sentiment and automatically annotated
dependency information (later called here: REV).

The TEST set contains 350 sentences. Sentences from
all datasets are annotated for tokens, POS and dependency
information. Additionally, training data was annotated for
sentiment. The test set originally did not contain sentiment
annotations, which were provided later for result verifica-
tion. For each sentence the sentiment labels correspond to
the sentiment of a whole phrase being a sub-part of depen-
dency tree. As stated in the task description “the goal of
the task is to provide the correct sentiment for each sub-
tree (phrase)." An example of annotations provided in the
datasets was represented in Table 1. A general overview of
the dataset was represented in Table 2. The percentage of
labels for each part of the dataset was shown in Figure 1.

As it can be noticed in Figure 1 and in Table 2, the
labels were not balanced. Most of the labels were neutral,
meaning they did not contain any sentiment-related conno-
tations. Second in number was the positive label, while the
negative labels were the most sparse. Due to the imbalance
in the number of labels, and sparseness of non-neural la-
bels the conclusions that could be drawn from the results of
systems developed for this dataset are limited and should
be taken carefully. It could also make optimization of such
systems problematic, as the lowest Accuracy achieved with
the simplest baseline method for the development of such
system is set comparatively high. For example, a simplistic
system classifying all of the labels in test dataset as neutral
would still obtain 72.64% of Accuracy.

Analysis the length of sentences in the datasets pro-
vided additional insights. Although REV dataset con-

Thttp://zil.ipipan.waw.pl/Sktadnica

Table 1: One example of annotations provided in the Pol-
Eval 2017 dataset. Sentiment-related annotations in bold.

100%

Tokens | Wedlug mnie to zapach godny polecenia

POS | adjunct comp pred subj adjunct adjunct punct
Depend. 3 1 0 3 6 4 3
Sentiment| 0 0 0 1 1 1 0

(English) | According_to me this_is_a smell worth recommending .

sentence length
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Figure 2: Percentage of sentiment labels for each part of
the PolEval 2017 dataset.

tained the highest number of sentences, these were usu-
ally the shortest with average sentence length of 9.86
words. The SKLAD dataset contained more longer sen-
tences with average sentence length of 14.26 words per
sentence. The TEST dataset contained the most of long
sentences with average sentence length of 14.46 words per
sentence. When compared with the percentage of labels in
sentences, these statistics confirm the insights of previous
corpus related studies (Ptaszynski et al., 2014). For ex-
ample, sentences of more emotional character (product re-
views) tend to be shorter than neutral sentences or various
general sentences (Skladnica). On the other hand, SKLAD
dataset contained longer sentences most probably due to
the aim of studying dependency relations, which are better
revealed in longer, more sophisticated constructions.

Despite the differences in quality of the datasets, in
the methods developed for this research we always applied
both training sets together (REV+SKLAD) due to the gen-
erally small size of the provided training data.

3. Multiclass Nearest Neighbours
Condominium

The Multiclass Nearest Neighbours Condominium or
MuNNCo was the first method we developed for the PolE-
val 2017 Sentiment Analysis task. In the method, at first all
available annotations are integrated (in the order: tokens,
POS, dependency, sentiment), thus making one sentence
element contain all types of information. An example of
integration is represented in Table 3. Next, all unique ele-
ments were extracted separately from the training and test
corpus, and each of such unique elements containing in-
tegrated information was considered as one separate class
in machine learning. This provided 7729 unique classes.
Next, each unique class was assigned all sentences it ap-
peared in. Each assigned sentence contained all annota-
tions except sentiment. Next, a Bag-of-Words (BOW) lan-

Table 2: General overview of the PolEval 2017 dataset.

| rev  (%)|sklad  (%)| rev + sklad (%)| test (%)
# all tokens| 9510 3351 12861 5047
# unique tokens| 5361 2667 7729 3656
lexical density | 0.564 0.796 0.601 0.724
# sentences| 965 235 1200 350

1| 1859 19.55%| 151 4.51%]| 2010 15.63%| 1016 20.13%

class 0| 7427 78.10%| 3116 92.99%|10543  81.98% | 3666 72.64%

-1 224 2.36% 84 251%| 308 2.39%| 365 7.23%
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class | Sentences containing class

zapach_subj_3_1

Ten_adjunct_2 zapach_subj_3 uwiédt_conjunct_5 mnie_obj_3 i_coord_0 uzaleznit_conjunct_5 !_punct_5

Wedlug_adjunct_3 mnie_comp_1 to_pred_0 zapach_subj_3 godny_adjunct_6 polecenia_adjunct_4 ._punct_3

zapach_subj_7_-1

Jak_pre_coord_7 dla_adjunct_7 mnie_comp_2 Chanel_pd_7 No_adjunct_6 5_adjunct_4 to_pred_0 przereklamowany_adjunct_9 zapach_subj_7 ._punct_7

Figure 3: Example of dictionary entry.

guage model was build for all classes, and further applied
to a machine learning classifier. This way the model could
classify new input without knowing the correct answer, and
depending on the classifier, could predict the closest class
within the range of its possibilities. This time due to time
constraints we decided to apply the k-Nearest Neighbour
(KNN) classifier. The kNN takes as input k-closest training
samples with assigned classes and classifies input sample
to a class by a majority vote. Here, we used k=1 setting in
which the input sample is assigned to the class of the first
nearest neighbour.

Finally, after the classification, in the evaluation, to
check the performance of the method, we verified whether
the sentiment value of the predicted class was correct. We
did not look at whether the whole class was correct, since
the goal of the task was to predict only the sentiment value
of the word or phrase.

3.1. Results

Multiclass classification with several thousand classes,
typically performed on one-vs-all approach, also imple-
mented here, usually tends to have high level of confusabil-
ity between classes (Gupta et al., 2014). Therefore we did
not expect high results. As expected, the results were equal
to the “all 0" scenario described in section 2., and reached
72.64%. When analysed in detail, although the labels were
predicted in various manners, the reduction to only senti-
ment labels revealed that all predicted labels were in fact
“0." This was due to the fact that the O-sentiment labels
were in the most frequent group within the corpus, while 1
and -1 appeared rarely. Since, the most frequent labels also
appeared in the largest number of sentences, the highest
prediction confidence was calculated for those most fre-
quent labels. It is possible that the method could be im-
proved in a number of ways, which we plan to apply in the
near future. The possible improvements include:

e Clustering classes not by all annotations, but only to-
kens, or tokens with POS, etc.;

e Applying in classification only tokens, or tokens with
POS, etc.;

e Applying different classifier;

e Applying dataset balancing techniques (oversam-
pling, etc.);

4. Normalized Contextual Levenshtein
Similarity

The second developed method was Normalized Con-
textual Levenshtein Similarity, or NoCoLeS. In the
method we applied the same dictionary as in MuNNCo,
but used a different approach. NoCoLeS applied a basic
dictionary lookup method to scan through the new input
sentence. The part of dictionary entry containing linguistic
annotations (token_pos_dependency) was used for lookup.
However, there could be a case when there are two dic-
tionary entries with the same linguistic annotations, but
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Table 3: Class-based accuracies for the NoCoLeS method.

class-based result
positive neutral negative

7.09%  97.98% 1.10%

Accuracy

with different sentiment values due to the surrounding con-
text. To deal with such situations we used the sentences in-
cluded for each dictionary entry. Each such available sen-
tence was compared to the input sentence by applying a
Linear Space Refinement algorithm (Ukkonen, 1985; My-
ers, 1986) to calculate sentence similaritylg, which was in
turn based on Levenshtein distance (Levenshtein, 1966).
The sentence with the highest similarity score was selected
as the context closest to input and the sentiment value of
the dictionary entry containing this sentence was selected
as the predicted sentiment value.

4.1. Results

The results of the NoCoLeS method were also not
much higher above the “all 0" scenario, and reached
72.68%. We also summarized the results per each senti-
ment class (positive, negative, neutral). The results were
represented in Table 3. For non-neutral classes the Ac-
curacy did not surpass 10%. The low result could be ex-
plained by the fact that only 658 dictionary entries from the
training method appeared in the test dataset, which con-
tained 3741 unique entries (17.6%).

To calculate statistical significance of results we used
Chi square statistics due to the fact that data comprised of
three classes. The two-tailed P value was less than 0.0001,
which by conventional criteria, is considered an extremely
statistically significant difference. Numbers of expected
and observed classes applied in calculation of statistical
significance of results were represented in Table 5.

Although the results were not high, the method was
more successful than the machine learning approach and
could be improved further. Below we list up the possible
ways of improvement:

e Dictionary lookup search in input could be per-
formed not only on the fully annotated entries (to-
ken_ POS_dependency), but also on less annotated
(token_pos, or token_dependency), or in case of a
new word not present in the dictionary, even on partial
linguistic annotations (pos_dependency, or even pos,
or dependency alone).

Sentence similarity could be calculated not for sen-
tences with all annotations, but as above for partial
annotations.

At this time sentence similarity is calculated for each
letter of the entry. This way Levenshtein distance
could be different for changing between various types
of annotations (subj > obj). Therefore, the distance

"®http://search.cpan.org/"mlehmann/String-Similarity-1.04/



could be calculated not for each letter, but for for
each type of annotation (e.g., one Levenshtein point
per type of annotation).

At this time all linguistic annotations (token, pos, de-
pendency) are considered equal, meaning that their
weight is equal. It could be possible that some type
of information is more important for sentiment clas-
sification. The weights (e.g., 1, 2, 3) could be se-
lected in a preliminary experiment on training data
with the prediction performed on each of annotation
separately. The type of annotation with the highest
results when used alone would have higher weight.

5. Jaccard Index on Big Bag of Features

Finally, we present yet another method for an instance-
based recognition, but this time taking into a account
a broader, amorphous context representation. In this
method, every subtree in a syntactic dependency tree is
represented by a bag of features, where the features are
combining the words, their polarities and dependency re-
lations linking the words in this subtree. The bag for a
sub-tree consists of features generated for the root node of
this sub-tree, and features generated for every child linked
to this root node. To reduce a negative impact of word
variability, we replaced the words with their lemmas and
Parts of Speech, using WCRFT!® (Radziszewski, 2013), a
tagger for Polish.

To compute a sentiment for every sub-tree in a syntactic
dependency tree, we start the computation from the leaves,
using depth-first procedure. For each part of a tree we gen-
erate the features according to proposed feature-templates:

o Lemma_PoS,,0t : Polarity,..t, sentiment value
for a root node, represented by a lemma and assigned
Part of Speech,

Lemma_PoS p;1q Polarity.piq, polarity of a

child linked to the root node, represented by a lemma

and assigned Part of Speech,

Lemma_PoSchiia @ Deprelyoot:chiid, dependency

relation linking the child of a given lemma and Part

of Speech,

Lemma_PoSchi1q : Label.piiq, 1abel computed for a

sub-tree linked to the child of a given lemma and Part

of Speech.
In case were our tagger could not determine a correct
base form and Part of Speech for a word, we simply use
this word in original form. Then we determine a sentiment
polarity for a node using the polarity acquired from the
training set. If the word did not appear in the training set,
we acquire a sentiment from plWordNet 3.1 emo? (Zasko-
Zieliniska et al., 2015b), a very large thesaurus of Pol-
ish (a lexical semantic network) partially described with
emotive annotations. pIlWordNet includes ~190,500 lem-
mas described by /282,500 lexical units*' grouped into
~217,000 synsets and described by a lexico-semantic re-
lations (e.g. hypernymy, meronymy, cause, gradation etc.).
Synsets include lexical units sharing sets of relations and
because of this considered to be synonymous, see (Maziarz
et al., 2013). Almost 65,000 selected noun and adjective
lexical units have been annotated by:

19 http://ws.clarin-pl.eu/tager.shtml

20 http://plwordnet.pwr.wroc.pl/wordnet/

2l A lexical unit is a triple: a lemma, Part of Speech and a sense
id.
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Table 4: Class-based accuracies for the Jaccard Index-
based method.

class-based result
positive neutral negative

34.12%  91.16% 10.11%

Accuracy

e sentiment polarity, 5 grades scale: strong & weak vs
negative & positive, plus neutral, lexical units that
express both positive and negative sentiment polarity
and are described as ambiguous (amb)
basic emotions (Plutchik, 1980): joy, trust, fear, sur-
prise, sadness, disgust, anger, anticipation,
and fundamental human values: uzytecznos¢ ‘utility’,
dobro drugiego cztowieka ‘another’s good’, prawda
‘truth’, wiedza ‘knowledge’, pigkno ‘beauty’, szczes-
cie ‘happiness’ (all of them positive), nieuzytecznos¢
“futility’, krzywda ‘harm’, niewiedza ‘ignorance’,
biqd ‘error’, brzydota ‘ugliness’, nieszczescie ‘mis-
fortune’ (all negative) (Puzynina, 1992)

In order to use emotive annotations from plWord-

Net 3.1 emo, we needed first to perform Word Sense Dis-

ambiguation and identify senses for words appearing in

texts. The disambiguation was performed using WoSeDon

(Kedzia et al., 2015), a weakly supervised word sense dis-

ambiguation system for Polish, based on personalized Page

Rank algorithm (Agirre et al., 2014) (word-2-word config-

uration) run on plWordNet.

Then we generated features for higher parts of syntac-
tic dependency tree, including a sentiment value computed
for lower parts of the tree. To compute a final label for
a sub-tree, we refer to training set again. Given the bag-
of-features generated for a sub-tree with a root node, rep-
resented by a lemma and Part of Speech, we look for the
sub-trees in the training set, linked to the same lemma and
Part of Speech. Then we compute Jaccard Index between
their bags of features, and select a label of a sub-tree, with
the greatest similarity value.

We also evaluated another variation of this method,
with an extended similarity context, taking into account
features generated not only for individual sub-trees, but
also for full sentences. This approach resulted with a
slightly higher accuracy, in comparison to the previous one
with a narrow similarity context.

5.1. Results

The resulted accuracy for the initial version of the
method reached 73.7%. The accuracy for the improved
method reached 73.9%. When it comes to the class based-
results, although the accuracy for the neutral class was
slightly lower then for the NoCoLeS method (91.16%),
the accuracies for positive and negative classes were much
higher, reaching 34.12% and 10.11%, respectively. Class-
based results for the Jaccard Index-based method were rep-
resented in Table 4.

As for statistical significance, the two-tailed P value
was less than 0.0001. By conventional criteria, such dif-
ference is considered to be extremely statistically signifi-
cant. Numbers of expected and observed classes applied in
calculation of statistical significance of results were repre-
sented in Table 5.



Table 5: Numbers of expected and observed classes used in
calculation of Chi squared test for statistical significance.

Category Expected Observed
NoCoLeS Jaccard
positive 1016 144 665
neutral 3666 4878 4274
negative 365 25 108

6. Conclusions

We presented our initial attempts in the sentiment
analysis task for Polish language performed on a novel
PolEval 2017 Sentiment Analysis dataset. The task as-
sumed predicting the sentiment of previously unknown
phrases within the context of sentences, thus making typ-
ical approaches, like keyword spotting or simple dictio-
nary lookup in sentiment dictionaries, greatly limited.
Among the three presented approaches, a multiclass ma-
chine learning approach (MuNNCO) achieved the lowest
scores (72.64%). A context-based dictionary lookup ap-
proach (NoCoLeS) achieved better, though similarly low
scores (72.68%). Finally, a Jaccard index-based method
with a bag of features achieved the highest scores (73.9%).
There is a room for improvement for all three methods,
which we plan to investigate in the near future. These in-
clude applying classifiers other than proposed, or a step-
wise matching on either full or limited label set.
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